***Week 15***

***优化方法，数据中心化，奇异值分解，软阈值收缩，基于PCA的人脸识别算法，*通过正则化自表达的无监督特征选择**

**机器学习常用优化方法**

**无约束：  
1. 梯度下降法**

思想：梯度下降是常用的一阶优化方法，用来求解无约束优化问题。用当前位置负梯度方向作为搜索方向，该方向为当前位置的最快下降方向，也称最速下降法。最速下降法越接近目标值，步长越小，迭代越慢。当目标函数为平滑凸函数时，梯度下降法的解为全局最优解。其它情况不能保证全局收敛，因此调参很重要。当目标函数二阶连续可微时，可使用牛顿法。其每轮迭代次数远小于梯度下降，但每轮迭代都需要对海森矩阵求逆，计算代价很高。于是以较低的代价寻找海森矩阵的近似逆矩阵，由此引出拟牛顿法。

缺点：

（1）靠近极小值时收敛速度减慢；

（2）直线搜索时可能会产生问题；

（3）可能会“之”字形下降。

算法：给出m个样本，设估计函数为![](data:image/x-wmf;base64,183GmgAAAAAAALwWewLsCQAAAAA6SgEACQAAAzYCAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKgFBIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gFAAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8EN0QAAAAAQAAAAtAQAACAAAADIK4AHEEwEAAABtDQgAAAAyCuABTRIBAAAAbQ0cAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8EN0QAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgqAARcTAQAAAHgACAAAADIKgAHSDAEAAAB4CwgAAAAyCoABTAYBAAAAeAAIAAAAMgqAAVQEAQAAAGgACAAAADIKgAGcAQEAAAB4DQgAAAAyCoABOgABAAAAaAAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAKBfL3UTOgoRAAAKAAAAAAAp8EN0QAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqAAW4RAQAAAHEACAAAADIKgAGICwEAAABxAAgAAAAyCoAB4AgBAAAAcQAcAAAA+wIg/wAAAAAAAJABAQAAAgQCABBTeW1ib2wAAKBfL3ULMgpWAAAKAAAAAAAp8EN0QAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgrgAfIEAQAAAHEAHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAACgXy91EzoKEgAACgAAAAAAKfBDdEAAAAAEAAAALQEAAAQAAADwAQEACAAAADIKgAF4EAEAAAArAAgAAAAyCoABLA4BAAAAKw0IAAAAMgqAAZIKAQAAACt5CAAAADIKgAHYBwEAAAA9AAgAAAAyCoABKAMBAAAAPQscAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8EN0QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgqAAS4PAwAAAC4uLgAIAAAAMgqAAQAHAQAAACkACAAAADIKgAGwBQEAAAAoLggAAAAyCoABUAIBAAAAKS4IAAAAMgqAAQABAQAAACgLHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAKfBDdEAAAAAEAAAALQEAAAQAAADwAQEACAAAADIK4AFmDQEAAAAxAAgAAAAyCuABTgwBAAAAMXkIAAAAMgrgAbsJAQAAADAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AWNEEigAAAAoAZStmWGUrZljRBIoAaNkZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)，令![](data:image/x-wmf;base64,183GmgAAAAAAACIEewLsCQAAAACkWAEACQAAAyEBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALAAxIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AAwAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8EN0QAAAAAQAAAAtAQAACAAAADIKgAHmAgEAAAAxABwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAAAAACnwQ3RAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCuAB9QABAAAAMAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAKBfL3UNOgphAAAKAAAAAAAp8EN0QAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqAAeQBAQAAAD0AHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAKfBDdEAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKgAFMAAEAAAB4eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAG/RBIoAAAAKADA8Zm8wPGZv0QSKAGjZGQAEAAAALQEAAAQAAADwAQEAAwAAAAAA)，则可以表示为![](data:image/x-wmf;base64,183GmgAAAAAAANEIngLsCQAAAACyVAEACQAAA5EBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAIACBIAAAAmBg8AGgD/////AAAQAAAAwP///7f////ABwAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8EN0QAAAAAQAAAAtAQAACAAAADIKoAGOBgEAAABYAAgAAAAyCqABMgIBAAAAeAAIAAAAMgqgAToAAQAAAGgAHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAKfBDdEAAAAAEAAAALQEBAAQAAADwAQAACAAAADIK9ADDBQEAAABUABwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAAoF8vda4NChIAAAoAAAAAACnwQ3RAAAAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABxgQBAAAAcQAcAAAA+wIg/wAAAAAAAJABAQAAAgQCABBTeW1ib2wAAKBfL3VlKwq4AAAKAAAAAAAp8EN0QAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgoAAtgAAQAAAHEAHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAACgXy91rg0KEwAACgAAAAAAKfBDdEAAAAAEAAAALQEAAAQAAADwAQEACAAAADIKoAG+AwEAAAA9/xwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAAAAACnwQ3RAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCqAB5gIBAAAAKQAIAAAAMgqgAZYBAQAAACgBCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0A4tEEigAAAAoAFC1m4hQtZuLRBIoAaNkZAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)。 损失函数为![](data:image/x-wmf;base64,183GmgAAAAAAAB4UrwTsCQAAAABMTgEACQAAA7MCAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQARAEhIAAAAmBg8AGgD/////AAAQAAAAwP///7H///8AEgAA8QMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIgApYEBQAAABMCIAKeBhwAAAD7AsD9AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAoF8vdRMnCkIAAAoAAAAAACnwQ3RAAAAABAAAAC0BAQAIAAAAMgrZAt0GAQAAAOUAHAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAACgXy91zzkKYwAACgAAAAAAKfBDdEAAAAAEAAAALQECAAQAAADwAQEACAAAADIK7wNpBwEAAAA9ABwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAoF8vdRMnCkMAAAoAAAAAACnwQ3RAAAAABAAAAC0BAQAEAAAA8AECAAgAAAAyCoACxg0BAAAALXkIAAAAMgqAAmQDAQAAAD0AHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAKfBDdEAAAAAEAAAALQECAAQAAADwAQEACAAAADIK+gBZBwEAAABtAAgAAAAyCu8DGQcBAAAAaWkIAAAAMgrUARkQAQAAAGlrCAAAADIK1AE8DAEAAABpABwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAAAAACnwQ3RAAAAABAAAAC0BAQAEAAAA8AECAAgAAAAyCoAC/g4BAAAAeQAIAAAAMgqAAicLAQAAAHhqCAAAADIKgAIvCQEAAABoaQgAAAAyCqwDdgUBAAAAbWkIAAAAMgqAAkwAAQAAAEoAHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAKfBDdEAAAAAEAAAALQECAAQAAADwAQEACAAAADIK7wPYBwEAAAAxAAgAAAAyCtQBdhEBAAAAMgAIAAAAMgrUAWsQAQAAACkACAAAADIK1AHDDwEAAAAoaQgAAAAyCtQBjgwBAAAAKWkIAAAAMgrUAeYLAQAAACgAHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAKfBDdEAAAAAEAAAALQEBAAQAAADwAQIACAAAADIKgALjEAEAAAApAAgAAAAyCoACBg0BAAAAKWsIAAAAMgqAAosKAQAAAChqCAAAADIKgAKlCAEAAAAoAAgAAAAyCqwDsAQBAAAAMmoIAAAAMgqOAToFAQAAADEACAAAADIKgAKMAgEAAAApawgAAAAyCoACKgEBAAAAKAAcAAAA+wIg/wAAAAAAAJABAQAAAgQCABBTeW1ib2wAAKBfL3XPOQpmAAAKAAAAAAAp8EN0QAAAAAQAAAAtAQIABAAAAPABAQAIAAAAMgrgAs0JAQAAAHEAHAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAACgXy91EycKRgAACgAAAAAAKfBDdEAAAAAEAAAALQEBAAQAAADwAQIACAAAADIKgAKQAQEAAABxagoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAH7RBIoAAAAKANEtZn7RLWZ+0QSKAGjZGQAEAAAALQECAAQAAADwAQEAAwAAAAAA)。

先求偏导：![](data:image/x-wmf;base64,183GmgAAAAAAAKsUrwTsCQAAAAD5TgEACQAAA1gCAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQATAEhIAAAAmBg8AGgD/////AAAQAAAAwP///7j///+AEgAA+AMAAAsAAAAmBg8ADABNYXRoVHlwZQAA8AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAsoEBQAAABMCAAIcBwUAAAAUAgAC3ggFAAAAEwIAAgoLBQAAABQCAALaDQUAAAATAgACNBAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8EN0QAAAAAQAAAAtAQEACAAAADIKtAHZEQEAAABUAAgAAAAyCuwDhw8BAAAAbgAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8EN0QAAAAAQAAAAtAQIABAAAAPABAQAIAAAAMgpgAogQAQAAAEoACAAAADIKYAJeCwEAAABKAAgAAAAyCmACcAcBAAAASgAIAAAAMgpgAvoBAQAAAEoAHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAKfBDdEAAAAAEAAAALQEBAAQAAADwAQIACAAAADIKYAJmEQEAAABdAAkAAAAyCmACNgwEAAAALC4uLggAAAAyCmACSAgBAAAALC4IAAAAMgpgAjoEAQAAAFshHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAKfBDdEAAAAAEAAAALQECAAQAAADwAQEACAAAADIK7ANyCgEAAAAxLggAAAAyCuwDcwYBAAAAMC4cAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAKBfL3VpKAoyAAAKAAAAAAAp8EN0QAAAAAQAAAAtAQEABAAAAPABAgAIAAAAMgqMA6gOAQAAAHEuCAAAADIKjAOsCQEAAABxLggAAAAyCowDmAUBAAAAcXkcAAAA+wIg/wAAAAAAAJABAQAAAgQCABBTeW1ib2wAAKBfL3XwFAraAAAKAAAAAAAp8EN0QAAAAAQAAAAtAQIABAAAAPABAQAIAAAAMgrAAkIBAQAAAHEuHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAACgXy91aSgKMwAACgAAAAAAKfBDdEAAAAAEAAAALQEBAAQAAADwAQIACAAAADIKjAPuDQEAAAC2LggAAAAyCm4BpA4BAAAAti4IAAAAMgqMA/IIAQAAALYuCAAAADIKbgGRCQEAAAC2LggAAAAyCowD3gQBAAAAti4IAAAAMgpuAZAFAQAAALYuCAAAADIKYAIsAwEAAAA9LggAAAAyCmACLgABAAAA0S4KAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBS0QSKAAAACgADNGZSAzRmUtEEigBo2RkABAAAAC0BAgAEAAAA8AEBAAMAAAAAAA==)；

然后更新![](data:image/x-wmf;base64,183GmgAAAAAAAGAB7QHsCQAAAABwXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAFAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8AAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAKBfL3V/MQpvAAAKAAAAAAAp8EN0QAAAAAQAAAAtAQAACAAAADIKYAEWAAEAAABxAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAADRBIoAAAAKAMIrZurCK2bq0QSKAGjZGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)：![](data:image/x-wmf;base64,183GmgAAAAAAAPUIewLsCQAAAABzVAEACQAAA2UBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAIgCBIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gBwAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8EN0QAAAAAQAAAAtAQAACAAAADIKgAH+BgEAAABKABwAAAD7AiD/AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAAoF8vdXMOCl8AAAoAAAAAACnwQ3RAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCuABRgYBAAAAcQAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAKBfL3VHOwpvAAAKAAAAAAAp8EN0QAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqAATwEAQAAAGEmCAAAADIKgAFuAgEAAABxAAgAAAAyCoABFgABAAAAcQAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAKBfL3VzDgpgAAAKAAAAAAAp8EN0QAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgqAATIFAQAAANEACAAAADIKgAFmAQEAAAA9ABwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAAAAACnwQ3RAAAAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCoABoAMBAAAALSYKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQCN0QSKAAAACgDgGmaN4BpmjdEEigBo2RkABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)，（![](data:image/x-wmf;base64,183GmgAAAAAAAKcBhAHsCQAAAADeXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAGAARIAAAAmBg8AGgD/////AAAQAAAAwP///yYAAABAAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAKBfL3WDGgoMAAAKAAAAAAAp8EN0QAAAAAQAAAAtAQAACAAAADIKAAEcAAEAAABhAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAADRBIoAAAAKAOEpZsXhKWbF0QSKAGjZGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)为学习率）。

基于基本的梯度下降，衍生出两种方法：随机梯度和批量梯度。

批量梯度下降：最小化所有样本的损失函数，最终求得全局最优解，但面对大规模样本时效率低下。

随机梯度下降：最小化每个样本的损失函数，每次迭代不一定朝着全局最优方向，但最终结果在全局最优解附近，适用于大规模样本的情况。

1. **牛顿法和拟牛顿法**

牛顿法：![](data:image/x-wmf;base64,183GmgAAAAAAACAMrwTsCQAAAAByVgEACQAAA/cBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAQACxIAAAAmBg8AGgD/////AAAQAAAAwP///7n////ACgAA+QMAAAsAAAAmBg8ADABNYXRoVHlwZQAA8AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAqgGBQAAABMCAAKjChwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAAAAACnwQ3RAAAAABAAAAC0BAQAIAAAAMgqMAxEKAQAAACkACAAAADIKjAMpCAEAAAAoAAgAAAAyCm0B5AkBAAAAKQAIAAAAMgptAfwHAQAAACgAHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAKfBDdEAAAAAEAAAALQECAAQAAADwAQEACAAAADIK4ALbBwEAAAAnAAgAAAAyCsAC6gEBAAAAMXkcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8EN0QAAAAAQAAAAtAQEABAAAAPABAgAIAAAAMgrsA3IJAQAAAG4ACAAAADIKzQFFCQEAAABuvQgAAAAyCsACswQBAAAAbgAIAAAAMgrAAvkAAQAAAG69HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAKfBDdEAAAAAEAAAALQECAAQAAADwAQEACAAAADIKjAPFCAEAAAB4AAgAAAAyCowDCgcBAAAAZgAIAAAAMgptAZgIAQAAAHi9CAAAADIKbQE2BwEAAABmAAgAAAAyCmACBgQBAAAAeAAIAAAAMgpgAkwAAQAAAHgAHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAACgXy91UTkKGAAACgAAAAAAKfBDdEAAAAAEAAAALQEBAAQAAADwAQIACAAAADIKYAKOBQEAAAAtvAgAAAAyCmACyAIBAAAAPQAcAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAAKBfL3UIOwoCAAAKAAAAAAAp8EN0QAAAAAQAAAAtAQIABAAAAPABAQAIAAAAMgrAAncBAQAAACsACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AytEEigAAAAoAEj5myhI+ZsrRBIoAaNkZAAQAAAAtAQEABAAAAPABAgADAAAAAAA=)，又称切线法。

1. **共轭梯度法**
2. **启发式算法**
3. **近端梯度法**

如果目标函数在某些点不平滑，则这些点梯度无法求解，传统梯度下降方法无法使用，于是引入近端梯度下降方法。思想是用近端算子作为近似梯度来进行梯度下降。

1. **加速近端梯度法**

通过加入上一次迭代方向的一部分，使本次迭代方向与上次方向不至于偏离太远，达到加速的效果。

**有约束：**

1. **拉格朗日法**
2. **二次规划**
3. **半正定规划**

**数据中心化：得到的每一个样本减去全体样本的均值。**

**数据标准化：**将数据按比例缩放，使之落入一个小的特定区间。在某些比较和评价的指标处理中经常会用到，去除数据的单位限制，将其转化为无量纲的纯数值，便于不同单位或量级的指标能够进行比较和加权，**使不同特征对结果的贡献相同。当原始数据在各个特征上尺度不一致，且模型处理结果具有伸缩不变性时，需要对数据进行标准化处理。**

**标准化的具体方法：**

min-max,zscore,归一化

**基于PCA的人脸识别**

*GBKII*

介绍：基于Grey距离的KNN迭代填充算法，在计算GRG（i,j）时要求实例i和j有相同类标签的假设下，用GREY距离替代欧式距离，可以减少时间复杂度。另外，可以克服EM算法缓慢的收敛速率。

相关工作：MI算法重复独立填充M次，EM算法基于参数模型重复地交替。GBKII在第一轮填充时用观测到的属性值的均值填充缺失值，从而能最的地利用全局信息。从第二轮开始，迭代填充是基于上一轮的填充结果。GBKII是类似于EM的迭代填充，但是是一个非参算法。

GBKII：

很多算法用无缺失值的实例作为参考实例，然而数据库中无缺失值的实例很少。有的实例虽然有缺失值，但仍包含了大量信息。因此利用所有实例来填充缺失值很有必要。

但是我们无法利用全局信息，因为有缺失值。所以首先用属性均值来填充缺失值。在机器学习和统计中用均值填充是流行且合理的。有人认为当且仅当数据集是从正态分布的总体中选取时，均值填充才会有效。然而现实应用中，无法提前得知数据集的真实分布。

收敛性：最快。

**通过正则化自表达的无监督特征选择**

**摘要：**

通过移除不相关的冗余特征，特征选择意在寻找一个关于原始特征的有良好泛华能力的紧凑的自表达。被在子空间聚类中的低秩自表达的成功所启发，我们为无监督特征选择提出了一个正则化的自表达模型，其中每个特征可由相关特征的组合线性表出。通过使用![](data:image/x-wmf;base64,183GmgAAAAAAAFcCVwLsCQAAAAD9XgEACQAAA/0AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAIgAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8M12QAAAAAQAAAAtAQAACAAAADIK4AGIAQEAAAAxgQgAAAAyCuABnwABAAAAMgAcAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAAKBfCXQ5NArRAAAKAAAAAAAp8M12QAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgrgARkBAQAAAC2BHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAKfDNdkAAAAAEAAAALQEAAAQAAADwAQEACAAAADIKgAEuAAEAAABsgQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtACzuBIoAAAAKANNJZizTSWYs7gSKAGjZGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)范数来构造自表达系数矩阵和自表达残差矩阵，RSR可有效选择表达有代表性的特征且能保证对于异常值的鲁棒性。如果一个特征很重要，它会参与到大部分其它特征的表达中，反之亦然。

正如稀疏性导致了稀疏表达，自相关性导致了自表达。

在这篇文章中，特征矩阵被自身表达来寻找有代表性的特征组成。自表达残差通过![](data:image/x-wmf;base64,183GmgAAAAAAAFcCVwLsCQAAAAD9XgEACQAAA/0AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAIgAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8M12QAAAAAQAAAAtAQAACAAAADIK4AGIAQEAAAAxgQgAAAAyCuABnwABAAAAMgAcAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAAKBfCXQ5NArRAAAKAAAAAAAp8M12QAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgrgARkBAQAAAC2BHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAKfDNdkAAAAAEAAAALQEAAAQAAADwAQEACAAAADIKgAEuAAEAAABsgQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtACzuBIoAAAAKANNJZizTSWYs7gSKAGjZGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)范数损失函数最小化来减少异常值的影响。

**问题描述：**

无监督特征选择的目标是从无标签信息的给定数据集中选出期望的特征子集。

行向量为样本，列向量为特征。一个健壮且优秀的特征选择算法应该能去除异常值的影响并指示出冗余特征。

首先计算样本相似度或流形结构，然后构造一个响应矩阵![](data:image/x-wmf;base64,183GmgAAAAAAAL8KngLsCQAAAADcVgEACQAAA4cBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYALACRIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+ACQAABgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8M12QAAAAAQAAAAtAQAACAAAADIKgAEKCQEAAABdCwgAAAAyCoABWAQBAAAALAsIAAAAMgqAAYwCAQAAAFsLHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAKfDNdkAAAAAEAAAALQEBAAQAAADwAQAACgAAADIK4AE4BgUAAAAsLi4uLAAIAAAAMgrgAb8FAQAAADILCAAAADIK4AHUAwEAAAAxCxwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAAAAACnwzXZAAAAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCuABOggBAAAAbXkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8M12QAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgqAAYcHAQAAAHkuCAAAADIKgAEMBQEAAAB5CwgAAAAyCoABOgMBAAAAeQAIAAAAMgqAASIAAQAAAFkKHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAACgXwl0+x4KFAAACgAAAAAAKfDNdkAAAAAEAAAALQEAAAQAAADwAQEACAAAADIKgAF+AQEAAAA9LgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAIbuBIoAAAAKAIw/ZoaMP2aG7gSKAGjZGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)，特征选择问题可转化为一个多重输出回归问题：

![](data:image/x-wmf;base64,183GmgAAAAAAAGYQCAPsCQAAAACTTQEACQAAA5YBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwALgDhIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gDgAAZgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAoAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8M12QAAAAAQAAAAtAQAACAAAADIKgAEUDgEAAAApAAgAAAAyCoABNAwBAAAAKHkIAAAAMgqAAZIIAQAAACkACAAAADIKgAFGAwEAAAAoeQkAAAAyCoABOgADAAAAbWluABwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAAAAACnwzXZAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABmgwBAAAAV2kIAAAAMgqAAT4LAQAAAFIcCAAAADIKgAEuBgIAAABYVwgAAAAyCoABuAMBAAAAWQAIAAAAMgqAAcICAQAAAGwAHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAKfDNdkAAAAAEAAAALQEAAAQAAADwAQEACAAAADIKYALxAAEAAABXABwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAAoF8JdN0dCjwAAAoAAAAAACnwzXZAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABZgoBAAAAbAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAKBfCXSPPgqoAAAKAAAAAAAp8M12QAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqAAVIJAQAAACsACAAAADIKgAH8BAEAAAAtAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtABHuBIoAAAAKABAaZhEQGmYR7gSKAGjZGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)（1）

其中![](data:image/x-wmf;base64,183GmgAAAAAAAO0B7QHsCQAAAAD9XgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAHAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+AAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8M12QAAAAAQAAAAtAQAACAAAADIKYAEWAAEAAABXwQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAADuBIoAAAAKAM44ZubOOGbm7gSKAGjZGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)是特征权值矩阵，![](data:image/x-wmf;base64,183GmgAAAAAAAEUENALsCQAAAACMWAEACQAAA9kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAALgAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+gAwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8M12QAAAAAQAAAAtAQAACAAAADIKYAEcAwEAAAApeQgAAAAyCmABPAEBAAAAKHkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8M12QAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgpgAaIBAQAAAFd5CAAAADIKYAFGAAEAAABSeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtADjuBIoAAAAKAOQiZjjkImY47gSKAGjZGQAEAAAALQEAAAQAAADwAQEAAwAAAAAA)是施加在![](data:image/x-wmf;base64,183GmgAAAAAAAO0B7QHsCQAAAAD9XgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAHAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+AAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8M12QAAAAAQAAAAtAQAACAAAADIKYAEWAAEAAABXeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAADuBIoAAAAKAJMMZqCTDGag7gSKAGjZGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)上的正则项。方程（1）中，响应矩阵在优化阶段之前已知，![](data:image/x-wmf;base64,183GmgAAAAAAAO0B7QHsCQAAAAD9XgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAHAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+AAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8M12QAAAAAQAAAAtAQAACAAAADIKYAEWAAEAAABXAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAADuBIoAAAAKAI4YZm6OGGZu7gSKAGjZGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)是变量。![](data:image/x-wmf;base64,183GmgAAAAAAAIQBygHsCQAAAACzXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAFgARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8M12QAAAAAQAAAAtAQAACAAAADIKYAEiAAEAAABZFgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAADuBIoAAAAKAK4IZlOuCGZT7gSKAGjZGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)包含了样本相似度的信息，且在不同方法中的计算方式不同。

正则化自表达：

1. 中模型同时考虑了样本相似度以及选择特征。响应矩阵的选择很困难，由于特征的自表达属性，我们提出了正则化的自表达模型RSR。RSR简单地将![](data:image/x-wmf;base64,183GmgAAAAAAAO0BygHsCQAAAADaXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAHAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+AAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8M12QAAAAAQAAAAtAQAACAAAADIKYAFYAAEAAABYAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAADuBIoAAAAKACVLZkMlS2ZD7gSKAGjZGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)作为响应矩阵，可以被自表达原则很好地解释。对![](data:image/x-wmf;base64,183GmgAAAAAAAO0BygHsCQAAAADaXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAHAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+AAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8M12QAAAAAQAAAAtAQAACAAAADIKYAFYAAEAAABYAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAADuBIoAAAAKAGk9Zn9pPWZ/7gSKAGjZGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)中每个特征![](data:image/x-wmf;base64,183GmgAAAAAAAKcBewLsCQAAAAAhXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKAARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9AAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8M12QAAAAAQAAAAtAQAACAAAADIK4AH+AAEAAABpeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAAAAACnwzXZAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABggABAAAAZnkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDj7gSKAAAACgCJSWbjiUlm4+4EigBo2RkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)，用其它特征的线性组合来表示：

![](data:image/x-wmf;base64,183GmgAAAAAAAPUI0gTsCQAAAADaUgEACQAAA6kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAQgCBIAAAAmBg8AGgD/////AAAQAAAAwP///7H////gBwAAEQQAAAsAAAAmBg8ADABNYXRoVHlwZQAA8AAcAAAA+wLA/QAAAAAAAJABAAAAAgQCABBTeW1ib2wAAKBfCXQ0SArYAAAKAAAAAAAp8M12QAAAAAQAAAAtAQAACAAAADIK2QLsAgEAAADlFBwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAoF8JdJYyCo0AAAoAAAAAACnwzXZAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCu8DkgMBAAAAPQAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAKBfCXQ0SArZAAAKAAAAAAAp8M12QAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqAAsMBAQAAAD0THAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAKfDNdkAAAAAEAAAALQEBAAQAAADwAQAACAAAADIK+gBoAwEAAABtAAgAAAAyCu8DPgMBAAAAagAIAAAAMgrgAi8HAgAAAGppCAAAADIK4AKuBQEAAABqAAgAAAAyCuAC/gABAAAAaWkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8M12QAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqAAhEGAQAAAHdpCAAAADIKgAICBQEAAABmAAgAAAAyCoACggABAAAAZgAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8M12QAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgrvAwEEAQAAADETCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0A0+4EigAAAAoA+kVm0/pFZtPuBIoAaNkZAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)（2）

于是对于所有特征：

![](data:image/x-wmf;base64,183GmgAAAAAAAPUI7QHsCQAAAADlVwEACQAAA+EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAEgCBIAAAAmBg8AGgD/////AAAQAAAAwP///8b////gBwAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8M12QAAAAAQAAAAtAQAACAAAADIKYAHoBgEAAABFAAgAAAAyCmABIgMCAAAAWFcIAAAAMgpgAVgAAQAAAFgAHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAACgXwl030IKwAAACgAAAAAAKfDNdkAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKYAHCBQEAAAArKQgAAAAyCmAB2AEBAAAAPSkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAY7gSKAAAACgCDH2YYgx9mGO4EigBo2RkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)（3）

![](data:image/x-wmf;base64,183GmgAAAAAAAO0B7QHsCQAAAAD9XgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAHAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+AAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8M12QAAAAAQAAAAtAQAACAAAADIKYAEWAAEAAABXeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAADuBIoAAAAKABhDZlsYQ2Zb7gSKAGjZGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)应该反映不同特征的重要性，同时使表达残差最小。F范数可用来度量残差，但对异常值敏感。考虑到一个异常值样本是![](data:image/x-wmf;base64,183GmgAAAAAAAO0BygHsCQAAAADaXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAHAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+AAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8M12QAAAAAQAAAAtAQAACAAAADIKYAFYAAEAAABYeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAADuBIoAAAAKAGwpZsRsKWbE7gSKAGjZGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)的一行，一个表达残差是![](data:image/x-wmf;base64,183GmgAAAAAAAPUI7QHsCQAAAADlVwEACQAAA+EAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAEgCBIAAAAmBg8AGgD/////AAAQAAAAwP///8b////gBwAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8M12QAAAAAQAAAAtAQAACAAAADIKYAGABQIAAABYVwgAAAAyCmAB5gIBAAAAWFcIAAAAMgpgAUYAAQAAAEVXHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAACgXwl0ziEKkAAACgAAAAAAKfDNdkAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKYAFOBAEAAAAtVwgAAAAyCmABnAEBAAAAPVcKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBG7gSKAAAACgAyS2ZGMktmRu4EigBo2RkABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)的一行，我们用![](data:image/x-wmf;base64,183GmgAAAAAAAFcCVwLsCQAAAAD9XgEACQAAA/0AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAIgAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8M12QAAAAAQAAAAtAQAACAAAADIK4AGIAQEAAAAxgQgAAAAyCuABnwABAAAAMgAcAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAAKBfCXQ5NArRAAAKAAAAAAAp8M12QAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgrgARkBAQAAAC2BHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAKfDNdkAAAAAEAAAALQEAAAQAAADwAQEACAAAADIKgAEuAAEAAABsgQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtACzuBIoAAAAKANNJZizTSWYs7gSKAGjZGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)范数来构造E；也就是对E施加行稀疏来实现对异常值的鲁棒性。同时，如果使![](data:image/x-wmf;base64,183GmgAAAAAAACIE7QHsCQAAAAAyWwEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAHAAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+AAwAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8M12QAAAAAQAAAAtAQAACAAAADIKYAHCAgEAAAAweRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAoF8JdPdMCncAAAoAAAAAACnwzXZAAAAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCmABnAEBAAAAPXkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8M12QAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgpgAUYAAQAAAEV5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0A/u4EigAAAAoAnilm/p4pZv7uBIoAaNkZAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)，可以得到平凡解。为了避免平凡解，引入正则项![](data:image/x-wmf;base64,183GmgAAAAAAAEUENALsCQAAAACMWAEACQAAA9kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAALgAxIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+gAwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8M12QAAAAAQAAAAtAQAACAAAADIKYAEcAwEAAAApeQgAAAAyCmABPAEBAAAAKAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8M12QAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgpgAaIBAQAAAFcACAAAADIKYAFGAAEAAABSAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtADTuBIoAAAAKAJYcZjSWHGY07gSKAGjZGQAEAAAALQEAAAQAAADwAQEAAwAAAAAA),于是有了如下的最小化问题：![](data:image/x-wmf;base64,183GmgAAAAAAAJkW/wPsCQAAAACbSwEACQAAA1cCAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAOAFBIAAAAmBg8AGgD/////AAAQAAAAwP///6n///9AFAAASQMAAAsAAAAmBg8ADABNYXRoVHlwZQAAoAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIaAdoHBQAAABMC5gLaBwUAAAAUAhoBpAcFAAAAEwLmAqQHBQAAABQCGgFgDQUAAAATAuYCYA0FAAAAFAIaASoNBQAAABMC5gIqDRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAAAAACnwzXZAAAAABAAAAC0BAQAIAAAAMgpgArkTAQAAACkbCAAAADIKYALZEQEAAAAoAAkAAAAyCmACLAUDAAAAbWluTwkAAAAyCmACCgMDAAAAYXJnABwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAAAAACnwzXZAAAAABAAAAC0BAgAEAAAA8AEBAAgAAAAyCvgCMQ4BAAAAMYIIAAAAMgr4AokNAQAAADIAHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAKfDNdkAAAAAEAAAALQEBAAQAAADwAQIACAAAADIKYAI/EgEAAABXAAgAAAAyCmAC4xABAAAAUnIIAAAAMgpgArIKAgAAAFhXCAAAADIKYAIYCAEAAABYVwgAAAAyCmACFgABAAAAVwAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8M12QAAAAAQAAAAtAQIABAAAAPABAQAIAAAAMgpAA+MFAQAAAFcAHAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAACgXwl0NEsKNQAACgAAAAAAKfDNdkAAAAAEAAAALQEBAAQAAADwAQIACAAAADIKYAILEAEAAABsABwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAoF8JdJE3CnwAAAoAAAAAACnwzXZAAAAABAAAAC0BAgAEAAAA8AEBAAgAAAAyCmAC9w4BAAAAKwAIAAAAMgpgAoAJAQAAAC0ACAAAADIKYALkAQEAAAA9ABwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAoF8JdDRLCjYAAAoAAAAAACnwzXZAAAAABAAAAC0BAQAEAAAA8AECAAgAAAAyCgIBnQABAAAA2RscAAAA+wIg/wAAAAAAAJABAAAAhgQCAADLzszlAOAZAKBfCXSRNwp9AAAKAAAAAAAp8M12QAAAAAQAAAAtAQIABAAAAPABAQAIAAAAMgr4AvANAgAAAKOsCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0ACO4EigAAAAoAyj5mCMo+ZgjuBIoAaNkZAAQAAAAtAQEABAAAAPABAgADAAAAAAA=)（4）

![](data:image/x-wmf;base64,183GmgAAAAAAAJUDwQLsCQAAAACpXwEACQAAAykBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAJAAxIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8AAwAAJgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJaAH4ABQAAABMCJgJ+AAUAAAAUAloASAAFAAAAEwImAkgABQAAABQCWgBmAgUAAAATAiYCZgIFAAAAFAJaADACBQAAABMCJgIwAhwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAAAAACnwzXZAAAAABAAAAC0BAQAIAAAAMgo4Ao8CAQAAADIEHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAKfDNdkAAAAAEAAAALQECAAQAAADwAQEACAAAADIKAAKrAQEAAABpAxwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAAAAACnwzXZAAAAABAAAAC0BAQAEAAAA8AECAAgAAAAyCqABegABAAAAVwMKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAy7gSKAAAACgApP2YyKT9mMu4EigBo2RkABAAAAC0BAgAEAAAA8AEBAAMAAAAAAA==)可以作为特征权值，因为它反映了第![](data:image/x-wmf;base64,183GmgAAAAAAAPYAygHsCQAAAADBXwEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAHgABIAAAAmBg8AGgD/////AAAQAAAAwP///+b///+gAAAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8M12QAAAAAQAAAAtAQAACAAAADIKQAEuAAEAAABpeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAADuBIoAAAAKAAEqZkQBKmZE7gSKAGjZGQAEAAAALQEBAAQAAADwAQAAAwAAAAAA)个特征在表达中的重要性。我们让![](data:image/x-wmf;base64,183GmgAAAAAAAEIQ0gTsCQAAAABtSgEACQAAA1kCAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYATADhIAAAAmBg8AGgD/////AAAQAAAAwP///7H///+ADgAAEQQAAAsAAAAmBg8ADABNYXRoVHlwZQAA8AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAI6AWQFBQAAABMCBgNkBQUAAAAUAjoBLgUFAAAAEwIGAy4FBQAAABQCOgEkBwUAAAATAgYDJAcFAAAAFAI6Ae4GBQAAABMCBgPuBgUAAAAUAjoBDgwFAAAAEwIGAw4MBQAAABQCOgHYCwUAAAATAgYD2AsFAAAAFAI6Ad0NBQAAABMCBgPdDQUAAAAUAjoBpw0FAAAAEwIGA6cNHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAKfDNdkAAAAAEAAAALQEBAAgAAAAyCgQEBg4BAAAAMgAIAAAAMgrvA/cKAQAAADEACAAAADIKGAP1BwEAAAAxTAgAAAAyChgDxgcBAAAALHkIAAAAMgoYA00HAQAAADJMHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAKfDNdkAAAAAEAAAALQECAAQAAADwAQEACAAAADIKgAIcAwEAAAApAAgAAAAyCoACPAEBAAAAKEwcAAAA+wLA/QAAAAAAAJABAAAAAgQCABBTeW1ib2wAAKBfCXS8IgrNAAAKAAAAAAAp8M12QAAAAAQAAAAtAQEABAAAAPABAgAIAAAAMgrZAvwJAQAAAOVMHAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAACgXwl0pkYKCgAACgAAAAAAKfDNdkAAAAAEAAAALQECAAQAAADwAQEACAAAADIK7wOICgEAAAA9TBwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAoF8JdLwiCs4AAAoAAAAAACnwzXZAAAAABAAAAC0BAQAEAAAA8AECAAgAAAAyCoAC0wgBAAAAPQAIAAAAMgqAAvQDAQAAAD15HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAKfDNdkAAAAAEAAAALQECAAQAAADwAQEACAAAADIK+gB4CgEAAABtTAgAAAAyCu8DOAoBAAAAaUwIAAAAMgrgAiINAQAAAGkAHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAKfDNdkAAAAAEAAAALQEBAAQAAADwAQIACAAAADIKgAI0DAEAAAB3TAgAAAAyCoACYAUBAAAAVwAIAAAAMgqAAqIBAQAAAFdMCAAAADIKgAJGAAEAAABSTAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHnuBIoAAAAKACJDZnkiQ2Z57gSKAGjZGQAEAAAALQECAAQAAADwAQEAAwAAAAAA)，方程（4）就成了

![](data:image/x-wmf;base64,183GmgAAAAAAAJkW/wPsCQAAAACbSwEACQAAA38CAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAOAFBIAAAAmBg8AGgD/////AAAQAAAAwP///6n///9AFAAASQMAAAsAAAAmBg8ADABNYXRoVHlwZQAAoAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIaAdoHBQAAABMC5gLaBwUAAAAUAhoBpAcFAAAAEwLmAqQHBQAAABQCGgFgDQUAAAATAuYCYA0FAAAAFAIaASoNBQAAABMC5gIqDQUAAAAUAhoBRREFAAAAEwLmAkURBQAAABQCGgEPEQUAAAATAuYCDxEFAAAAFAIaAQUTBQAAABMC5gIFEwUAAAAUAhoBzxIFAAAAEwLmAs8SHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAKfDNdkAAAAAEAAAALQEBAAgAAAAyCvgC1hMBAAAAMQAIAAAAMgr4AqcTAQAAACwACAAAADIK+AIuEwEAAAAyAAgAAAAyCvgCMQ4BAAAAMQAIAAAAMgr4AokNAQAAADIAHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAKfDNdkAAAAAEAAAALQECAAQAAADwAQEACQAAADIKYAIsBQMAAABtaW4ACQAAADIKYAIKAwMAAABhcmcAHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAKfDNdkAAAAAEAAAALQEBAAQAAADwAQIACAAAADIKYAJBEQEAAABXeQgAAAAyCmACsgoCAAAAWFcIAAAAMgpgAhgIAQAAAFgACAAAADIKYAIWAAEAAABXABwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAAAAACnwzXZAAAAABAAAAC0BAgAEAAAA8AEBAAgAAAAyCkAD4wUBAAAAV3kcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAKBfCXTLPwqXAAAKAAAAAAAp8M12QAAAAAQAAAAtAQEABAAAAPABAgAIAAAAMgpgAgsQAQAAAGwAHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAACgXwl03RMKFgAACgAAAAAAKfDNdkAAAAAEAAAALQECAAQAAADwAQEACAAAADIKYAL3DgEAAAArcggAAAAyCmACgAkBAAAALXkIAAAAMgpgAuQBAQAAAD0AHAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAACgXwl0yz8KmAAACgAAAAAAKfDNdkAAAAAEAAAALQEBAAQAAADwAQIACAAAADIKAgGdAAEAAADZeRwAAAD7AiD/AAAAAAAAkAEAAACGBAIAAMvOzOUA4BkAoF8JdN0TChcAAAoAAAAAACnwzXZAAAAABAAAAC0BAgAEAAAA8AEBAAgAAAAyCvgC8A0CAAAAo6wKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBK7gSKAAAACgCSJWZKkiVmSu4EigBo2RkABAAAAC0BAQAEAAAA8AECAAMAAAAAAA==)（5）

称以上模型为对于无监督特征选择的正则化自表达模型。

**优化和算法：**